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Abstract

The cost overrun of infrastructure projects potentially poses significant financial risks to the investment stakeholders involved. Based on projects data from across 20 nations in five continents, studies show that the average cost overrun of infrastructure projects is substantial\(^1\).\(^2\). Yet, over the last several decades, the magnitude of cost overrun of infrastructure projects has failed to improve, suggesting that no significant learning has occurred in mitigating the extended of cost overrun of infrastructure project. The aim of the paper is to develop an empirically based classification/taxonomy of cost overrun causes in infrastructure project. We employed a questionnaire survey to elicit the major causes that contribute to cost overrun in infrastructure projects in Saudi Arabia. The frequency and severity of causes that impact on cost overrun are evaluated and ranked. A survey of 160 project managers of infrastructure projects in Saudi Arabia has been conducted. The data has been analyzed using hierarchical cluster analysis. Results indicated that there is a 4-clusters group. Results indicated that the cluster groups comprised market and regularity uncertainty (30\%), a scope change (10\%), an inadequate planning and control (50\%) and site condition (10\%). Each group represents several of causes that lead to cost overrun. Taken together, this cost overrun causes classification/taxonomy provides a structured view that enables an objective evaluation of planning decision methods. Therefore, the model can be used to aid the assessment of cost overrun causes for large infrastructure projects and to effectively mitigate risks of significant overruns.

Introduction

Cost overruns in infrastructure projects are common around the world. High profile examples include: the Wembley Stadium that experienced a 50% cost overrun; and the Scottish Parliament Building that was over three years late and experienced more than 900\% cost overrun\(^3\). In Australia, the Western Australian Perth Arena had an original contract value of AUD 168 million, but a cost overrun of more than three times this amount\(^4\). According to Flyvbjerg\(^2\) the average cost overrun for infrastructure large-scale projects could range from 20.4\% to 44.7\%; and 90\% of projects have cost overruns worldwide, also cost overrun is found across 20 nations and five continents. Over the past 70 years, there have been no systematic improvements in cost overrun of infrastructure projects\(^5\).

Various causes of cost overruns have been identified. Studies have shown that technical factors lead to cost overruns, including lack of experience, project size, mistakes in design, overall price fluctuations, inaccurate estimations\(^6\). Love and others\(^3\) conducted a study on the causes of cost overruns via case studies on a hospital and a school. They found that technical factors (such as design errors) are the major causes leading to cost overruns.

On the other hand, According to Flyvbjerg et al., however, there are two basic reasons why projects experience cost overruns. Firstly, optimism bias encapsulates the systematic propensity of decision makers to be over-optimistic about outcomes of planned actions. Secondly, strategic misrepresentations are the misleading actions used in politicisations and economics, and by planners, to ensure projects...
Traditional estimation practices have been shown to be particularly vulnerable to these detrimental effects, resulting in poor estimation accuracy in previous studies. It is apparent that there are a large number of causes of overruns and many share similar patterns of impact on overrun costs. Therefore, it will be functionally useful and conceptually meaningful to develop a classification/taxonomy of causes based on their impact on the overruns of infrastructure projects. We identified the frequent causes through reviewing of empirical literature on the cost overrun of infrastructure projects. Based on the empirical study conducted in Saudi Arabia, a classification/taxonomy of causes has been developed to aid the assessment of cost overrun causes for large infrastructure projects by using cluster analysis. Below, background literature is reviewed and the research method is described. Then, based on the causes identified in the literature review, a classification/taxonomy of causes of cost overrun has been empirically developed. Finally, conclusions are drawn.

Related study

Cost is one of the main considerations throughout a project’s lifecycle and can be regarded as a significant parameter of a project and the driving force of project achievement. Despite its proven significance, it is not rare to observe a construction project failing to achieve its objectives within the specified, or even the approximate, estimated cost. Cost overruns vary significantly in scale from project to project. Yet, cost overrun is common to infrastructure projects. Understanding the causes of cost overruns is critical to the success of infrastructure projects. Past studies have found significant, yet common cost overrun of infrastructure projects.

Pickrell carried out a study for the US Department of Transportation covering US rail transit projects with a total value of US$24.5 billion. The total capital cost overrun for eight of the projects was calculated to be 61% ranging from -10 to +106%. Another study by the Auditor General of Sweden, covering 15 road and rail projects, revealed that the average cost overrun of eight road projects was 86%. The range for road projects was from -2 to +182%, while the average cost overrun for the seven rail projects was 17%, ranging from -14 to +74%. Another study by Fouracre et al. carried out for the UK Transport and Road Research Laboratory (TRRL), covered 21 metro systems in developing countries. The outcomes of the study showed that six metro projects had cost overruns above 50%. Two of these projects range up to 500%. Three had cost overruns in the range of up to 100%, and the remaining four ranged up to 50%.

Skamris and Flyvbjerg conducted a study in Denmark, in which they compared the accuracy of cost estimates on large-scale infrastructure projects. The study considered cost estimates of seven tunnels and bridges before the decision was made to build. The major conclusion from this study is that cost overrun of 50–100% is common for larger infrastructures, and that overruns above 100% are not unusual.

Around the globe, many other researchers have been attracted to cost overrun. Asian and African countries have attracted particular attention. In Southeast Asia these researchers are: Kaming et al., in Indonesia; Ogunlana et al., in Thailand, Sambasivan; and in Malaysia, Soon. Chan and Kumaraswamy and Lo et al. studied cost overrun in Hong Kong, and Acharya et al. studied it from a Korean perspective. Chang conducted surveys in the US. In Middle Eastern countries where petroleum and natural gas exports have played an important role in the economy, researchers are: Faridi and El-Sayegh in UAE, Koushki et al. in Kuwait.

The studies on causes of overrun have identified a wide spectrum of causes. Frimpong et al. identified 26 factors that cause cost overruns in the construction of ground water projects. They found that, according to the contractors and consultants, monthly payment difficulties were the most important cost-overrun factor. Owners, however, ranked poor contractor management as the most important factor. Although there were some differences in viewpoints among the three groups surveyed, there was a high degree of agreement among them with respect to their ranking of the factors. The overall ranking results indicated that the three groups felt the major issues which can cause extreme groundwater project-cost overruns in developing countries are: monthly payment difficulties; poor contractor management; poor technical performances; material procurement; and escalation of material prices.

In Kuwait, Koushki et al. did a study in which cost increases in the construction project was examined. The study found the three most important causes of cost overruns are contractor elide, material related problems and owners’ financial constraints. Other studies have identified four of the most important factors that cause cost overruns as: design changes;
Inadequate planning; unpredictable weather conditions; and fluctuations in the cost of building materials.

In Africa, Frimpong et al. conducted studies in Ghana, as did Mansfield et al. and Aibinu and Odeyinka in Nigeria. In Vietnam, large-scale projects were studied by Long et al. to identify project success factors, and by Long et al. to identify ordinary and general issues. Regarding these issues, the Vietnamese government declared the infrastructure project cost-overrun issues as the biggest “headache” in recent times, especially with government-related funded-projects.

Skamris et al. concluded that in most previous studies, technical factors such as changes in design and technological innovation could be explained as causes of cost overruns. However, there remains a considerable portion of divergence that cannot be clarified by technological causes alone. In fact, Wachs pointed out that the probable cause of cost overruns in infrastructure projects is due to the inaccuracy of cost forecasts. Love et al. did a study of the cause cost overruns within two case studies (hospital and school) in Australia. He found that the technical factors (such as design error) are the major issue that lead to cost overruns.

Flyvbjerg et al. argues about the main causes of the cost overruns. They postulate that these causes affect projects through the life cycle, and are due to misinformation in policy and the management of the project. Why projects experience cost overruns is firstly due to optimism bias (appraisal optimism) that encapsulates the systematic propensity of decision makers to be overoptimistic about outcomes of planned actions. Secondly, they relate to the strategic misrepresentation (lying) that misleads actions used in politiciations and economics, and by planners to ensure the projects proceed. In addition, Flyvbjerg acknowledge other causes such as project size and location, however, he conclude that optimism bias and strategic misrepresentation are the main causes of cost overrun and thereby he did substantial research, which contributed to improving understanding of the reasons for the infrastructure cost overruns, by collaborating with the optimism bias and strategic misrepresentation.

Kahneman and Tversky developed the theories of reference class forecasting. Flyvbjerg and COWIC developed the method for its practical use in policy and planning. They argue that optimism bias and strategic misrepresentation can be measured by a forecasting method “reference class forecasting” (RCF) based on decisions made under uncertainty. By taking the outside view, the RCF approach mitigates optimism bias and strategic representation. Therefore, the RCF technique is by passes human bias by cutting directly to outcomes. It completely ignores the details of the project at hand (e.g. government regulations, the project size, the quality of the contractor management team, plan changes, priority on construction deadlines, etc.) and it involves no attempt at forecasting the event that influences the project’s future course.

As it is appeared in the literature of cost overrun causes there are two main schools of thought; technical school and deception (psychological and political-economic) school. Technical school focuses inside views on causes that lead to cost overruns based on how the work is done, these causes are, for example, a lack of experience, the size of the project, mistakes in design, overall price fluctuations, inaccurate estimations, government regulations, the project size, the quality of the contractor management team, plan changes, priority on construction deadlines, completeness and the project information timelines, the experience of the estimators, and bidding conditions; project characteristics, past data on similar types of projects, and the process of estimating.

Deception school developed, which they published various papers on cost overrun causes for infrastructure project and widely received and cited their outcome. The deception school (outside view) causes are optimism bias and strategic misrepresentation. It is clear that the different opinion about the critical factors of the cost overrun is controversial. In addition, the limitation of understanding cost overrun causes creates differences in mitigating the causes effectively. Therefore, it is important to develop a classification of cost overrun causes to reduce the complexity of causes, and to facilitate effective understanding in management of such causes.

Research Design

Data Collection

The survey method for data collection was used through distributing questionnaires and conducting interviews to classify the causes. The survey was conducted in Saudi Arabia. The construction boom in infrastructure projects, which started in 2005, is expected to go through a period of accelerated growth over the next few years, with a value of projects estimated at US $629 billion. On other hand, there is
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a lack of research on cost overrun in infrastructure projects in Saudi Arabia in the literature. This study fills this research gap.

The questionnaire was directed towards three groups in both public and private organisations; owners, consultants and contractors, who are they involved in infrastructure projects (project managers). There are three main organisation that dealing with engineers, and contractors and consultants in Saudi Arabia. These organisations are; Saudi Council for Engineers (SCE), Ministry of Municipal and Rural Affairs (MoMRA) and Chamber of Commerce and Industry (CoCI). Their databases were used to distribute the questionnaire and also to gather some information (contact details) about the participants. The sample selected for each of the three groups is described below as: owners comprising the government agency (key decision-makers) responsible for the projects, consultants working in the infrastructure projects (project managers), contractors who are involved in the infrastructure projects (project managers). Because of the limitation number of project managers who involved of infrastructure projects in Saudi Arabia and registered at Saudi Council for Engineers (SCE), also have experience in infrastructure projects, the sample random number targeted in the study was 500 participants.

The selection of the personnel involved in the interviews was based on their knowledge and work experience in managing infrastructure projects. For example, the Regional Director of the Ministry of Higher Education or, and routinely deals with infrastructure projects and is currently managing the operational contracts of university projects within the region. The personnel involved in the interviews then verify the possibility of the cost overrun causes that identified from the literature review, as occurring in the projects.

Survey

Based on comprehensive review of the relevant literature, main cause of cost overrun in infrastructure projects and their relative reflect are measured. The questionnaire poses specific questions to the respondents’ most recently completed infrastructure projects (e.g. education, health, transportation, water, and power) with a contract value over 80 million Saudi Riyals (US $20 million), excluding operation and maintenance cost. The questionnaire consists of three sections: general information about the participant’s experience; causes of cost overrun; and the frequency and severity of each of these causes, including the extent of cost overrun, respectively. The questionnaire were distributed online through survey-monkey website in two languages; Arabic and English.

The first section contains questions about participants and their organisation, work experience, academic qualifications, the number of projects constructed within 20 years, location of these projects with type of the projects and the experience with cost overruns through that period. In the second section, the participants were asked to scale the frequency of 41 cost overrun causes using Likert scale response Anchors: (Never (N)=1, Occasionally (OC)=2, Sometime (S)= 3, Often (O), =4, Always (A)= 5). Furthermore, they were asked to scale the severity of the same causes within the following scale: (No significant (NS)=1, some effect (SE)=2, Moderate (M)=3, Significant (S)=4, Extremely significant (ES)=5). They are also asked about their most recent involvement in a project regarding the overall major causes of cost overrun. The last section of the questionnaire elicits general comment in reference to the study.

In parallel, interviews were conducted with 15 key personnel from the industry in order to get their personal opinions and views about the possibility cost overruns causes in infrastructure projects. The questions were asked to the participants were the same questions in the questionnaire. The interviews were conducted with, 3 project directors, 8 project mangers 4 project mangers assistance.

Descriptive statistics

Questionnaires were distributed to 500. 391 potential responds it is identified from the database. 160 (32%) returned completed questions. 23% of the responds are owners, 52% contractors and 25% consultants. Akintoye and Fitzgerald\(^7\) the respond rate of this study is comparable to 42% of their survey study which about cost estimating practices in the UK, Vidogah and Ndekugri\(^38\) 27% response rate to their survey, improving the management of claims on constriction; and Shash\(^39\) 28.3% responded rate received, which his is study about factors considering in tendering decision by top UK contractors. Moser and Kalton\(^40\) claimed that a survey could be considered biased if the response rate is less than 30%.

The average age of respondents is being 40 years old and over. Most respondents have bachelor degree (58.8%) while the lowest respondents have diploma (6.9%). The respondents that have postgrad qualification come
second with (34.4%). There is 36% of respondents who have experience in an infrastructure project over 10 years.

The average cost overrun of power and health projects is 60%, transport and water projects is 40% and education projects overall cost overrun is 30%. The responsibility of occurring the cost overrun in infrastructures were: 44% owners, 34% contractors, 20% consultants and 2% third party (e.g. other stockholders, changing of government regulation).

The top 10 causes were reported ranked by the computation of importance index are (1) market conditions (materials and labours), (2) design changes, (3) practice of assigning contract to lowest bidding, (4) delays (in decision making and approval of drawings), (5) design error, (6) deficiencies in the infrastructure, (7) additional works and rework, (8) slow payment of completed works, (9) change in the scope of the project, and (10) changes in material specification and type.

Cluster Analysis

Cluster Analysis (CA) or clustering is a statistical method that consists in assigning a set of several objects into groups (called cluster) so that the objects in the same cluster are more similar to each other than to those in other clusters\textsuperscript{41}, because the number of groups is usually unknown before the analysis. Clustering involves several distinct steps. The most important steps are the definition of a suitable distance between objects to measure their closeness or similarity, and the choice of a clustering algorithm that we will be applied upon the data. In this way, it needs to answer the following questions: how do we define closeness or similarity?, how do we group cost overrun causes?, how do we validate the groups given by the clustering algorithm?, and to finish, how do we visualize and define these groups?. The clustering process consists in four steps: preparing the data, determining the number of clusters, testing the cluster solution hierarchal cluster and validating. R project (version 3.0.2) for statistical computing and graphics is used for the analysis.

The raw data contains 160 observations and 41 variables (causes). These data are 1 to 5 (by ordinal scale), which will be used to measure the closeness in terms of impact on cost overrun. In addition, there are many clustering investigations that have starting point with the data, which is an \(nxn\) one-mode matrix that reflects a quantitative measure of closeness\textsuperscript{41}.

Therefore, a data matrix to measure the distance and similarity (proximity) between causes is needed.

Kendall’s Tau correlation matrix is used as data collected in this study is ordinal, in R function (cor) was used as correlation plot as showed in figure 1. The sign of the correlation coefficient defined on the range -1 <r < 1 measures the relationship. The value ‘1’ reflects a stronger positive relationship and the value ‘-1’ reflects a stronger negative relationship, which is that measures the correlation between two sets of ranking and the equation is written as:

\[
T_{jk} = \frac{S_{jk}}{(0.5)(P)(P-1)}
\]  
(1)

Where; \(T_{jk} = \) Kendall’s Tau correlation coefficient, \(S_{jk} = \) the accumulated value of (concordant pairs - discordant pairs), \(P = \) the number of rows in the data.

![Figure 1: correlation matrix](image)

After the data prepared and the method has been chosen, it requires standardize each variable to reduce bias. This is because to remove arbitrary affect on similarities among objects and to make attribute contribute more equally to the similarities among each variable. To standardize a variable, for each observation, the mean divided it by the standard deviation. In R, there is a function (scale) that will do standardize as explained in equation 2. This will make the sample have mean 0 and standard deviation 1. These methods suggested by Art and Gnanadesikan\textsuperscript{41}.

\[
z = \frac{x - \mu}{\sigma}
\]  
(2)

Where, \(z = \) z score, \(x = \) measured value, \(\mu = \) mean, and \(\sigma = \) standard deviation.
The determination of the number of clustering is based on the data available. Comparing the within sum of squared error (SSE) for each cluster solution (number of clusters) is one of the most common methods of choosing the most appropriate cluster solution. The definition of within SSE is the sum of the squared distance between each object of a cluster and its cluster centroid. Therefore, SSE is the main measure of error. Generally, as the number of clusters increases, the within SSE should decrease because clusters are, by definition, more and more small. A plot of the within SSE against a series of sequential cluster levels can provide a useful graphical way to choose an appropriate cluster level. An appropriate cluster solution could be defined as the solution when the reduction of within SSE slows dramatically. This produces an “elbow” in the plot of within SSE against cluster solutions. In the plot shown below (figure 2), there is an “elbow” at the 4 cluster solution suggesting that solutions over 4 clusters do not have a substantial impact on the total SSE. Therefore, the “elbow” in the plot is extreme and using hierarchical clustering will test that.

\[ SSE = \sum_{i=1}^{n} (y - \bar{y})^2 \]

Where; SSE = sum of square error, \( y \) = observations and \( \bar{y} \) = mean

Figure 2: Elbow plot for the cluster determination

The next step is testing the cluster solution using hierarchical cluster. The reason that we select hierarchical cluster is because it can test the cluster solution, which is different form K-means clustering that need to specify the cluster solution before start the analysis. This means that hierarchical cluster does not require knowing or specifying the number of cluster, which will specify the number of clustering when it performed.

Hierarchical clustering procedures characterized by a tree-like structure built during the analysis. Most hierarchical techniques fall into a category called agglomerative clustering. In this category, clusters are consecutively formed from objects. Initially, this type of procedure starts with each object representing an individual cluster. These clusters are then sequentially merged according to their similarity. First, the two most dis/similar clusters (i.e., dissimilarity are those with the smallest distance between them similarity are those with the biggest distance between them) are merged to form a new cluster at the bottom of the hierarchy. Examples of distance measure are Euclidean, Manhattan, or Correlation distance. In the next step, another pair of clusters is merged and linked to a higher level of the hierarchy and so on until all the observations are in the same cluster. In this way, we need to choose a criterion to determine how elements are merged, that depends on the cluster structure. The main linkage criteria used are Single, Complete, Average and Ward’s linkage. This allows a hierarchy of clusters to be established from the bottom up. I therefore concentrate on the agglomerative clustering procedures. However, before we discuss these, we need to define how similarities or dissimilarities are measured between pairs of objects.

Select a Measure of dissimilarity or Distance; The most straightforward and generally accepted way of computing distances between objects in a multidimensional space is to compute Euclidean distances to generate a dissimilarity matrix, which depends on information value and the nature of the variables describing the objects to be clustered. Hence, in this analysis, we choose the Euclidean distance method. The Euclidean distance is the square root of the sum of the squared differences in the variables’ values.

\[ D_{\text{Euclidean}}(A, B) = \sqrt{(X_a - X_b)^2 + (Y_a - Y_b)^2} \]

Select a Clustering Algorithm; after having chosen the distance or similarity measure, we have to decide which clustering algorithm will be applied. Rosmesburg (1984) recommended to use “unweighted pair-group method using arithmetic averages” (UPGMA) which that as same as “average” agglomerative method for ordinal data. This method is very efficient and widely used. The average or UPGMA method considers only distances between pairs of groups in different clusters. The distance of two cluster x,y is defined as the average distance between any one element of x and any one element of y. This method can be used with any kind of dis/similarity or distance measure between groups. This method is implemented in the function...
hclust(), included with the base distribution of R. Figure 3 shows the hierarchical cluster (tree) that generated from R with a four clean rectangular. Each cluster contains the causes of cost overrun that related to each other in the same cluster.

\[ D_{KL} = \frac{1}{n_K n_L} \sum_{i \in C_K} \sum_{j \in C_L} d(x_i, x_j) \]  

(5)

Where: \( d(x_i, x_j) \) is the distance between objects and \( K \) and \( L \) are two sets of objects (clusters); \( n_K \) and \( n_L \) are the numbers of objects in clusters \( K \) and \( L \) respectively.

The next step is validation by using p-value. Cluster analysis is a technique to inspect the similarities/dissimilarities between objects. Hierarchical clustering generates a dendrogram, which contain clusters show the similarities/dissimilarities based on matrix computed by data. It provides detailed information on the relationships between objects. However, it is not clear how strong these clusters are supported by the data. The question is, “How accurate are these clusters?”

To answer the above question, pvclust package (pvclust) is used (available in CRAN packages) for a statistical software R. This package is for assessing the uncertainty in hierarchical cluster analysis. For general statistical problems pvclust can be used easily. Ppclust calculates probability values (p-values) for each cluster using bootstrap resampling techniques. Bootstrap resampling replicates data by resampling from the data itself. It is randomly chosen observations from the original data with replication. The procedure is repeated many times. There are two types of p-values, which are approximately unbiased (AU) p-value and bootstrap probability (BP) value. AU p-value is computed by multiscale bootstrap resampling, which is a better approximation to unbiased p-value than BP value computed by normal bootstrap resampling. Therefore, we measure the accuracy of these clusters as p-values, which ranges from 0 to 1. If the p-value of a cluster (or a hypothesis) is less than \( \alpha \), say smaller than 5%, the cluster is rejected at the \( \alpha \) level of significance. That indicates how strong the cluster is supported by data.

In the analysis the number of bootstrap replicates is \((nboot) = 10,000\) is used to reduce the standard error (SE). Figure 4 shows the dendrogram that generated from the script 5.6, it can be seen that in the figure a four rectangular have AU value of 0.99 or greater. Therefore, a cluster with AU p-value \( \geq 0.95 \), the hypothesis is rejected with significance level 0.01 and 0.0, which indicates how strong the cluster is supported by data. Hence, it suggests having four clusters.

Discussion of result

The determination of cluster number suggested a four clusters solution. The test of cluster level supported four clusters. Each group contains of objects, these objects have relationship between each other. These group are economic uncertainty, uniqueness, pace and complexity.

Inadequate market and regularity

First group represents the causes of Inflation, monthly payment difficulties form agencies (e.g. contractor, owner), cash flow during construction, slow payment of completed works, market conditions (materials and labours), fluctuation in money exchange rate,
deficiencies in cost estimates prepared by public agencies, failure to price in some risks, high interest rate charged by bankers on loans, fraudulent practices, obstacles from government, political complexities, laws and regulatory framework, practice of assigning contract to lowest bidding. This group can be defined as the chance or speculation that the cost will change, whether directly or indirectly. Also, it refers to the possibility that a specific commodity is unstable. That can be seen when the prices of labor, and materials required to construct a project fluctuate unpredictably, or when government regulations changed unpredictably, which leads to increase the cost of construction. Some of these causes ranked in the top ten causes about their importance on the project cost overruns. Many large projects are delayed because of payment delay form owner. In Saudi Arabia the problem of the payment delay is not because of insufficient fund but because of the procedure of payment by owner take long time for approval. Owners should have clear plan of payment for each project to pay according to the agreement. Also the owner should consider the assign of low biding carefully as must of this is major impact on cost overrun.

Site Condition

Second cluster group represents causes weather conditions, site constraint, problem with neighbours, heritage material discovering. These causes are related to environment issues, social and culture impact. This means that these issues can lead to increases the uncertainty of tasks and outcome, which can make planning and estimating difficult. The increasing of environmental requirements is impact significantly on construction operations. For example, the environmental issues (i.e., unexpected geological conditions) can lead to increases the uncertainty of tasks and outcome, which can make planning and estimating difficult. The measurements of the environmental issues have had many consequences for the construction industry. The Economic Commission for Europe believed that the environmental issues are resulted on an increase in costs and time of the process of design, planning and construction life cycle. The public exposures of the project (i.e., protests) over their environmental impacts have had adverse impact on the project itself, which led to the abandonment or cancellation of numerous projects, which were at the stages of completion. In the UK for example, the alliances of residents of districts traversed by the proposed route and non-governmental organizations add a pressure to modify the design of British Rail’s high-speed rail link to the Channel Tunnel (to put 36.8 of the 108.8 km in tunnels, with just over 35 km in cutting), it is estimated to have added some US$1.4 billion to the total construction cost.

Scope change

Third cluster group represents causes of design changes, additional works and rework, change in the scope of the project. These causes ranking as well in top ten according to the importance. In Saudi Arabia, these days the construction industry going faster swelling, and because of that the scope and design stage of the project did not consider carefully, which leads to neuromas of design issues through the construction. Inspection and design approval stage considered poorly. Unclear project scope from owners lead to unrealistic designs, which that results in projects delayed and therefore cost overrun. Very clear scope defined lead to generate an accurate design, which that lead to less cost and time.

Planning and control uncertainty

Fourth cluster group represents causes of deficiencies in the infrastructure, labours, Insurance, work security or workers’ health problems, lack of experience of project (e.g., location, type), contractor’s poor site management and supervision, shortage of site workers, unrealistic contract duration and requirements imposed, strategic misrepresentation, incorrect planning and scheduling by contractors, Late delivery of materials and equipment, changes in material specification and type, design error, project size, Inadequate specifications, waste on site, equipment availability and failure, poor financial control on site, lack of constructability, inadequate modern equipment (Technology), optimism bias, delays (e.g., in decision making, in approval of drawing. All of the causes related to project planning and control, which composed of most critical causes in large projects in Saudi Arabia. Contractor’s poor site management and supervision is big issue in Saudi Arabia and represented weakness. Training skilled, updating knowledge for workers are really important for large project. Contractor and consulate selection stage must consider carefully. Coordination, communication and control of management are really important for construction projects. Setting communication channels between parties that run effectively to deal with difficulties arising during implementation with advance information technology will reduce the misunderstanding and increase the quality of work.

Comparing the finding with other study

Long et. al. did study that categorize the causes of
cost and time overrun for construction industry in Vietnam using factor analysis technique, which they identified 7 groups: slowness and Lack of constraint, incompetence, design, market and estimate, financial capability, government, and worker.

Abdul Rahman et al.\(^1\) carried out study about modeling causes of cost overrun in large construction projects with partial least square-SEM approach. The study categorize the cost overrun in 7 groups based on the literature and then test these groups amongst contractors involving in large construction projects in Malaysia. These groups that investigated are contractor’s Site Management related factors, design and documentation related factors, financial Management, information and communication, Human Resource, Non-human; and project management and Contract Administration. They found Based on hierarchal model for assessing causative factors and cost overrun that contractor’s site management related factor strong effect on cost overrun.

Shenhar and Dvir\(^2\), proposed an approach called “adaptive project management”, which has two major aspects; project success criteria and diamond model (Novelty, Technology, Complexity, Pace model) by using a typology approach, which can help identify the project type and style. For example, a project that is “derivative”, “medium-tech”, “system” and “fast/competitive” needs to be managed differently than a project that is “breakthrough”, “high-tech”, “system” and “blitz”. The framework is for planning and managing of technology or product-line projects such as luggage’s systems in airport, air conditioning system in building and car projects\(^3\).

Comparing with our study; the slowness and Lack of constraint, incompetence groups of Long et al.\(^4\) study reduces into two main groups with our finding, which are inadequate planning and control and scope change groups. Also that supported by Abdul Rahman et al.\(^5\). Market and Estimate, financial capability, government, and worker of Long et. al.\(^6\) finding is reduced into one group of our finding that is market and regularity uncertainty. This study add new group that been not identified in the literature which are site condition. Also based on cluster analysis our study reduces the groups to 4 groups with a comprehensive definition that can apply to any project in different location. Therefore, The model delivers a conceptual overview that can be used by project managers.

**Implications for practice**

We use inadequate planning and control, scope change, site condition and market and regularity uncertainty definitions to measure the cost overrun of assertions, components, and the rationale as a whole. Taken together, this cost overrun causes model provides a structured view that enables an objective evaluation of planning decision methods. Therefore, the model will reduce the complexity of understanding the causes that lead to understand large number of causes of overruns may share similar patterns of how it impact on overrun, and that help to facilitate effective management of such causes.

**Conclusion**

The purpose of this paper was to develop an empirical classification to aid the assessment of cost overrun causes for large infrastructure projects, to identify the major types and to measure the relationship between causes and overrun. Since there are many studies identifying various causes, we synthesized the empirical literature on infrastructure project cost overrun causes and analyzed the frequency of cost overrun causes. Based on developing an empirical classification via a survey that has been conducted in Saudi Arabia. We have used the survey data for the analysis. The cluster analysis is composed of four phases: preparing the data, determine the number of clusters; test the cluster solution by suing hierarchal cluster and validation by using p-value. Data were first prepared by inspected the correlation to generate a data matrix. Then, determine the number of cluster based on SSE. Then, using hierarchal clustering to test the cluster solution. Finally a validation using P-value that developed and add-on R package by Shimodaira and Hasegawa\(^4\).\(^5\)

The potential contribution of this study is in identifying an empirically derived classification of cost overrun causes. The determination of cluster number suggested a four clusters solution. The test of cluster level supported the four clusters method hierarchal clustering. Each group contains of objects, these objects have relationship between each other. Hence, the cluster represents dimensions of cost overrun. Finally, the P-value shows the cluster is strong with four cluster solutions with 0.99 of greater, which that respects the value of 0.01 or low. These cluster groups are “inadequate planning and control”, “scope change”, “site condition” and “market and regularity uncertainty”. This finding helps to identify the main reason why there is cost overrun. Also, it helps to mitigate that problem in right way and can be included on a cost estimation method. Therefore, it can be used in the early stage of the project. In the future work will
develop the groups and evaluate them based on the literature and use the 4 clusters for cost forecasting.

Notes
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